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The Back End!The Back End!
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The Back End!The Back End!

The Sixth no sooner had begun The Sixth no sooner had begun 

About the beast to grope About the beast to grope 

Than, seizing on the swinging tail Than, seizing on the swinging tail 

That fell within his scope, That fell within his scope, 

"I see," "I see," quothquoth he, "the Elephant he, "the Elephant 

Is very like a rope!" Is very like a rope!" 
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The Application Specific/General Purpose DichotomyThe Application Specific/General Purpose Dichotomy

Application Specific Integrated Circuits (Application Specific Integrated Circuits (ASICsASICs))
Efficient, nonEfficient, non--flexible, implementation of specific applicationsflexible, implementation of specific applications
Only choice for highOnly choice for high--performance/low power systemsperformance/low power systems

General Purpose Processors (General Purpose Processors (GPPsGPPs))
Flexible, inefficient, platforms for software implementationsFlexible, inefficient, platforms for software implementations
Only choice for complex (dynamic data structures, recursion) or Only choice for complex (dynamic data structures, recursion) or dynamically changing dynamically changing 
algorithms algorithms 

ASICASIC GPPGPP

Efficiency (Compute Time/Power)Efficiency (Compute Time/Power)High Low

FlexibilityFlexibilityLow High
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The Middle GroundThe Middle Ground

CostsCosts
ASICsASICs

NonNon--recurring costs (design, manufacturing setrecurring costs (design, manufacturing set--up) higherup) higher
PerPer--unit manufacturing costs lowerunit manufacturing costs lower

SW on GPPSW on GPP
NonNon--recurring costs lowerrecurring costs lower
PerPer--unit cost higherunit cost higher

Volume

Total Cost ASIC

SW on GPP

Break Even Volume Point
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Rising ASIC NonRising ASIC Non--Recurring CostsRecurring Costs

Increase in ASIC NonIncrease in ASIC Non--recurring Costsrecurring Costs
Design getting harderDesign getting harder

Higher engineering costsHigher engineering costs

More expensive design toolsMore expensive design tools
Increasing mask costsIncreasing mask costs

Traditional Traditional ASICsASICs moving to programmable processorsmoving to programmable processors
High efficiency requirements require significant application speHigh efficiency requirements require significant application specific processor cific processor 
specializationspecialization

Volume

Total Cost ASIC

SW on GPP

Break Even Volume Point

Increased NRE Costs
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From From ASICsASICs to to ASIPsASIPs: The Next Design Discontinuity: The Next Design Discontinuity

Develop platforms that allow for Develop platforms that allow for 
amortization of design costs over multiple amortization of design costs over multiple 
generationsgenerations

Make platforms Make platforms programmable programmable so that they so that they 
have maximum flexibility with minimum have maximum flexibility with minimum 
overheadoverhead

Already happening in some domains Already happening in some domains ––
network and communication processorsnetwork and communication processors

Current design practices adCurrent design practices ad--hoc, with little hoc, with little 
tool support.tool support.

SDRAM 
Controller

µengine
PCI

Interface

SRAM
Controller

Strong
Arm
Core

I-Cache

µengine

µengine

µengine

µengine

µengine

Mini
D-Cache

D-Cache

IX Bus
Interface

Hash
Engine

Scratch
Pad

SRAM

Intel IXP 1200

The MESCAL Project MissionThe MESCAL Project Mission: : 

To bring a disciplined methodology, and a supporting tool set, tTo bring a disciplined methodology, and a supporting tool set, to the o the 
development of applicationdevelopment of application--specific programmable platforms.specific programmable platforms.
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ASIC → ASIP: Tool RequirementsASIC → ASIP: Tool Requirements

Key aspects:Key aspects:
Ability to specify the design in a Ability to specify the design in a 
formal specification.formal specification.
Ability to validate the design for Ability to validate the design for 
functionality/timing/power functionality/timing/power using using 
this specificationthis specification. . 

ASIP requirements:ASIP requirements:
Ability to formally specify the Ability to formally specify the 
ASIPASIP
Ability to validate this design for Ability to validate this design for 
functionality/timing/power using functionality/timing/power using 
this specificationthis specification

Design 
Specification (e.g. 
Verilog/VHDL)

Functional 
Validation

Design Synthesis

Timing/Power 
Validation
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Specification SpaceSpecification Space
5 Axes of the Architectural Design Space5 Axes of the Architectural Design Space

Approaches to Parallel Processing Approaches to Parallel Processing 
Processing Element (PE) level Processing Element (PE) level –– threads and processesthreads and processes
InstructionInstruction--levellevel
BitBit--levellevel

Elements of Special Purpose HardwareElements of Special Purpose Hardware
e.g. Hash enginee.g. Hash engine

Structure of Memory ArchitecturesStructure of Memory Architectures
Distributed special purpose memoriesDistributed special purpose memories
Memory hierarchiesMemory hierarchies

Types of OnTypes of On--Chip Communication MechanismsChip Communication Mechanisms
BusesBuses
NetworksNetworks

Use of PeripheralsUse of Peripherals
Peripheral behavior and interaction with computationPeripheral behavior and interaction with computation
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MESCAL Architecture Description (MAD)MESCAL Architecture Description (MAD)

Formal specification of instructions and their use of microFormal specification of instructions and their use of micro--architectural resources.architectural resources.
Computation instructionsComputation instructions
Communication instructionsCommunication instructions

linkslinks
unitsunits

operandoperand
Imm5Imm5
A[1A[1--4]4]
B[5B[5--8]8]

operationoperation
SUB A1, 4, B5SUB A1, 4, B5

…………

RFRF
ALUALU

structural 
model

behavioral 
model

Global
Parameters

GlobalGlobal
ParametersParametersMappingMapping
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Operation State Machine (OSM)Operation State Machine (OSM)

Token 
Managers

OSMs
Director

Language

Hardware
Layer

Operation
Layer

Tokens

Operation State MachineOperation State Machine
States States  execution status of a machine execution status of a machine 
operationoperation
Edges Edges  state transition paths, guarded by state transition paths, guarded by 
conditionsconditions

Coordinating the activation of the Coordinating the activation of the 
OSMsOSMs in a deterministic wayin a deterministic way

abstraction of structural abstraction of structural 
and data resourcesand data resources

the resource the resource 
allocation policyallocation policy

OSMsOSMs communicating with communicating with 
the environmentthe environment
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OSM (cont.)OSM (cont.)

Cleanly separation of microCleanly separation of micro--processors into two layersprocessors into two layers
Operation layer Operation layer  Instruction semantics, resource consumption and timingInstruction semantics, resource consumption and timing
Hardware layer Hardware layer  Pipeline control, external interfacePipeline control, external interface

Easy modeling of common pipeline behaviorsEasy modeling of common pipeline behaviors
Distributes control policies into token managersDistributes control policies into token managers
Supports superscalar, VLIW, MultiSupports superscalar, VLIW, Multi--threaded architecture modelingthreaded architecture modeling

Formal modelFormal model
Easy to synthesize simulators.Easy to synthesize simulators.
Easy to analyze and extract model properties for verification puEasy to analyze and extract model properties for verification purposes and for rposes and for 
compiler optimization.compiler optimization.
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MAD
Description

MAD
Description

MAD ViewsMAD Views

Visualizer

TSVTSV

FSVFSV

CVCV

PVPV

Semantics View

Emulation
Code generator

Register classes
Instruction Selection

Scheduling View

ADD:
Resource 0   1   2   3
RegFile    X           X
ALU            X   X

Document View

However, tools have different However, tools have different viewsviews of the architectureof the architecture
View GeneratorsView Generators create views from MADcreate views from MAD

Compiler ViewCompiler View
Timing Simulator ViewTiming Simulator View
Functional Simulator ViewFunctional Simulator View
Others…Others…
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Liberty Timing Simulator ViewLiberty Timing Simulator View

Architectural and microArchitectural and micro--architectural specificationarchitectural specification
Modular, extensible natural specificationModular, extensible natural specification

NetlistNetlist of microof micro--architectural modulesarchitectural modules

Formal concurrency semantics (Synchronous Reactive)Formal concurrency semantics (Synchronous Reactive)
RetargetableRetargetable simulator synthesissimulator synthesis

More at: http://liberty.princeton.edu
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OnOn--chip Communication Architectureschip Communication Architectures

Rich diversityRich diversity
From buses to packetFrom buses to packet--switching networksswitching networks
Need to consider these in a single frameworkNeed to consider these in a single framework

No established microNo established micro--architecture primitivesarchitecture primitives
Identify a small sufficient set of primitives Identify a small sufficient set of primitives 

LinksLinks
BuffersBuffers
Resource SchedulerResource Scheduler
InterfaceInterface

Using objectUsing object--oriented analysis oriented analysis 
Commonality analysisCommonality analysis
DifferentiationDifferentiation
Classification by inheritanceClassification by inheritance

Build microBuild micro--architectural models with significant reusearchitectural models with significant reuse
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Class Inheritance Hierarchy of OCAsClass Inheritance Hierarchy of OCAs
ClockedModule

Link

Buffer

Mux Duplex Link DeMux

FIFO Central Pool Multi Queue

CrossBar Bus Backplane

Synchronous Backplane Asynchronous Backplane

RoutingTable

AMBA Backplane CoreConnect Backplane

ResourceScheduler

Allocator Arbiter

Interface

SendInterface ReceiveInterface

SlaveInterfaceMasterInterface
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Issues in Power Modeling and SimulationIssues in Power Modeling and Simulation

Simulator needs to be architecture/Simulator needs to be architecture/microarchitecturemicroarchitecture retargetableretargetable

Models need to be technology Models need to be technology retargetableretargetable

Model needs to reflect design reuseModel needs to reflect design reuse

Hierarchical modeling methodology to enable this:Hierarchical modeling methodology to enable this:
atomic layer: collection of components that switch together

Have same switching characteristics
Physical parameters are technology dependent

structure layer: circuit building blocks, e.g. decoder, tri-state buffer, etc.
prototype layer: an abstract function unit with structure but no functionality, e.g. 
general memory array
physical layer: a concrete function unit, e.g. data cache
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An ExampleAn Example

Data cache power model hierarchy and its data flowData cache power model hierarchy and its data flow

input driver L-2 decoderL-1 decoder

decoder wordline

uniform array model

data cache

… … …

… … … … … …

Physical 
layer

Prototype 
layer

Structure 
layer

Atomic 
layer

capacitance

energy dissipation

energy dissipation
operations and
arguments

translated
operations
and arguments

switching
activities
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Advantages of Modeling HierarchyAdvantages of Modeling Hierarchy

Separation of Separation of microarchitecturemicroarchitecture dependency and dependency and 
technology dependencytechnology dependency

FineFine--grained modeling granularitygrained modeling granularity
Arbitrary tradeoff between accuracy and efficiencyArbitrary tradeoff between accuracy and efficiency

ReusabilityReusability
Structure layer Structure layer —— building blocksbuilding blocks
Prototype layer Prototype layer —— templatestemplates

Easy to maintain and extendEasy to maintain and extend
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Compiler IssuesCompiler Issues

Individual processors have significant specializationIndividual processors have significant specialization
Irregular instruction level parallelismIrregular instruction level parallelism
Specialized functional units and memoriesSpecialized functional units and memories

Multiprocessor compilation needs to synthesize Multiprocessor compilation needs to synthesize 
communication and synchronization codecommunication and synchronization code

Use architectural specification of the onUse architectural specification of the on--chip communication chip communication 
architectures for direct translationarchitectures for direct translation
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Handling Irregular ILPHandling Irregular ILP

Problem StatementProblem Statement
Input : Input : The set of all Instructions in the ISA where each instruction reThe set of all Instructions in the ISA where each instruction represents a presents a 
set of operations that can be issued in parallelset of operations that can be issued in parallel
Output: AOutput: Assign a set of artificial resources such that ssign a set of artificial resources such that 

operations that can be issued in parallel do not share an artifioperations that can be issued in parallel do not share an artificial resource cial resource 
operations that cannot be issued in parallel share an artificialoperations that cannot be issued in parallel share an artificial resourceresource

Use a graph coloring algorithm to construct artificial resourcesUse a graph coloring algorithm to construct artificial resources
Irregular ILP is converted into regular ILP for use in conventioIrregular ILP is converted into regular ILP for use in conventional VLIW nal VLIW 
resource based schedulersresource based schedulers

SLOT 1 SLOT 4SLOT 3SLOT 2

FU 2

DECODER

Op W.

FU 4FU 3FU 1

Op W. Op W.

Restrict ops in 
each slot to ease 
Decoder design

ISA design using 
Si constraints 

ignoring compiler

Irregular architecture

Operation encoding 
to reduce instruction 

width
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Artificial Resource Assignment Algorithm using Artificial Resource Assignment Algorithm using 
Graph ColoringGraph Coloring

VCC Complement
Graph G1’(V,E)

Graph Coloring1

VCC Complement
Graph G1’(V,E)

Graph Coloring1

Vertex clique cover
(VCC) Graph G1(V,E)

Vertex clique cover
(VCC) Graph G1(V,E)

Complement 
Graph 
G’(V,E)

Complement 
Graph 
G’(V,E)

Compatibility 
Graph G(V,E)

Compatibility 
Graph G(V,E)Annotate 

Labels
v1:ADD 
(C2,C1)

v2: LOAD1
(C3)

v3: MPY
(C2)

v4: LOAD2
(C1)

v5: SFT 
(C2,C1)

VCC Graph
Transformation2[1] M.A.Trick et al.

[2] Kou et al.

Ops that can be issued 
in parallel
SFT LOAD
ADD LOAD
MPY LOAD LOAD
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Iris

Iris Device Driver 
(platform independent)

Device

Device Driver Interface

Ke
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Application Software
HA

L

Iris
 P

lat
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m 
Ab

str
ac
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n Iris Device Driver Interface

Iris Device Specification

Iris Specification

Driver Model Mapping

Platform Mapping

Iris Device Driver 
Synthesizer

Iris Device Driver

Device Driver

Platforms DevicesIris Device 
Spec

Iris Platform 
Specm n

m+n vs. m*n

Iris: Integration of Peripheral DevicesIris: Integration of Peripheral Devices
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Toolset SummaryToolset Summary
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SummarySummary

Rising nonRising non--recurring costs for recurring costs for ASICsASICs leads to:leads to:
Lower ASIC design startsLower ASIC design starts
Increase in Increase in ASIPsASIPs

ASIP design methodology withASIP design methodology with
Formal specification of Formal specification of ASIPsASIPs
Development of software evaluation environments from this specifDevelopment of software evaluation environments from this specificationication

SimulatorsSimulators
Timing and power
Computation and communication architectures

CompilersCompilers
Architecture and microarchitecture retargetable
Computation and communication

PeripheralsPeripherals
Synthesis of drivers from device behavior specifications


